
All-Confidence, Kulczynski and Cosine 
Measures

• These 3 measures are independent of the 
number of transactions in the dataset.

• The range of values for the measures is: [0, 1].  
• A value close to 1 means high positive 

correlation.
• These measures are preferred to Lift or Chi-

square, when there are many transactions that 
don’t include items in A or B.
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Summary

• Basic concepts: association rules, support-

confident framework, closed and max-

patterns

• Scalable frequent pattern mining methods

• Apriori (Candidate generation & test)

• Projection-based (FPgrowth, CLOSET+, ...)

• Vertical format approach (ECLAT, CHARM, ...)

▪ Which patterns are interesting? 

▪ Pattern evaluation methods



Chapter 7: Advanced Frequent Pattern Mining
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Constraint-Based Frequent Pattern Mining
• Pattern space pruning constraints

• Anti-monotonic: If constraint c is violated, its further mining can be 
terminated

• Monotonic: If c is satisfied, no need to check c again

• Succinct: c must be satisfied, so one can start with the data sets satisfying c

• Convertible: c is not monotonic nor anti-monotonic, but it can be converted 
into it if items in the transaction can be properly ordered

• Data space pruning constraint
• Data succinct: Data space can be pruned at the initial pattern mining 

process

• Data anti-monotonic: If a transaction t does not satisfy c, t can be pruned 
from its further mining
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Pattern Space Pruning with Anti-
Monotonicity Constraints

• A constraint C is anti-monotone if the super pattern 

satisfies C, all of its sub-patterns do so too

• In other words, anti-monotonicity: If an itemset S 

violates the constraint, so does any of its superset 

Ex. 1. sum(S.price)  v is anti-monotone

Ex. 2. range(S.profit)  15 is anti-monotone

Itemset ab violates C

So does every superset of ab

Ex. 3. sum(S.Price)  v is not anti-monotone

Ex. 4. support count is anti-monotone: core property 

used in Apriori

TID Transaction

10 a, b, c, d, f

20 b, c, d, f, g, h

30 a, c, d, e, f

40 c, e, f, g

TDB (min_sup=2)

Item Profit

a 40

b 0

c -20

d 10

e -30

f 30

g 20

h -10
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Naïve Algorithm: Apriori + Constraint 

TID Items

100 1 3 4

200 2 3 5

300 1 2 3 5

400 2 5

Database D itemset sup.

{1} 2

{2} 3

{3} 3

{4} 1

{5} 3

itemset sup.

{1} 2

{2} 3

{3} 3

{5} 3

Scan D

C1

L1

itemset

{1 2}

{1 3}

{1 5}

{2 3}

{2 5}

{3 5}

itemset sup

{1 2} 1

{1 3} 2

{1 5} 1

{2 3} 2

{2 5} 3

{3 5} 2

itemset sup

{1 3} 2

{2 3} 2

{2 5} 3

{3 5} 2

L2

C2 C2

Scan D

C3 L3itemset

{2 3 5}
Scan D itemset sup

{2 3 5} 2

Constraint: 

Sum{S.price} < 5
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Pattern Space Pruning with Monotonicity 
Constraints

• A constraint C is monotone if the pattern satisfies C, 

we do not need to check C in subsequent mining

• Alternatively, monotonicity: If an itemset S satisfies

the constraint, so does any of its superset

Ex. 1. sum(S.Price)  v is monotone

Ex. 2. min(S.Price)  v  is monotone

Ex. 3. C: range(S.profit)  15

Itemset ab satisfies C

So does every superset of ab

TID Transaction

10 a, b, c, d, f

20 b, c, d, f, g, h

30 a, c, d, e, f

40 c, e, f, g

TDB (min_sup=2)

Item Profit

a 40

b 0

c -20

d 10

e -30

f 30

g 20

h -10







Meta-Rule Guided Mining

• Meta-rule can be in the rule form with partially instantiated predicates and constants 

P1(X, Y) ^ P2(X, W) => buys(X, “iPad”)

• The resulting rule derived can be

age(X, “15-25”) ^ profession(X, “student”) => buys(X, “iPad”)

• In general, it can be in the form of 

P1 ^ P2 ^ … ^ Pl => Q1 ^ Q2 ^ … ^ Qr

• Method to find meta-rules

• Find frequent (l+r) predicates (based on min-support threshold)

• Push constants deeply when possible into the mining process (see the remaining 
discussions on constraint-push techniques)

• Use confidence, correlation, and other measures when possible
21
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Summary

• Roadmap: Many aspects & extensions on pattern 

mining 

• Mining patterns in multi-level, multi dimensional 

space

• Mining Quantitative Association Rules

• Constraint-based pattern mining


